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Evaluating the Stability
of Supercomputer Workload Model

Alexander Rumyantsev

Abstract—A multi-server model with simultaneous service and
concurrent server release is considered. A stability condition
of the model (under exponential assumptions) is presented. A
method for fast evaluation of the stability criterion is obtained.
The condition allows to verify the stability of a supercomputer
at design time, provided that the governing sequence of tasks
is known beforehand. The hpcwld package that provides R [1]
functions for the workload (unfinished work) evaluation as well
as stability condition evaluation is discussed. The package can
be obtained via Comprehensive R Archive Network [2]. The
results may be of practical interest to the designers and owners
of supercomputers.

Index Terms—Supercomputer workload, stochastic modeling,
stability, dimension reduction, CRAN, R.

I. INTRODUCTION

H IGH performance clusters (HPC) are powerful tools
for the speedup of computations in the tasks requiring

heavy calculations (e. g. the Grand Challenges [3]). However,
development and improvement of an HPC is rather expensive.
Building a very powerful system, which highly overlaps the
users need for computational power, may lead to waste of the
resources. At the same time, a system which lacks computa-
tional power, may lead to loss of stability, which in practice
means the growth of delays in the queue and unsatisfied users.
When performance is an issue and the delays have a trend to
grow, a long term consequence will be increasing migration
of users to another, more satisfactory HPC site and (in case
of commercial use) income decrease. The compromise may
be successfully reached by performing a stability analysis of
HPC at the design time.

Models of HPC workload, as well as simulation of HPC pro-
cessing with workload traces, are widely used for the design
and deployment of scheduling software [4]–[11]. However, the
majority of aforementioned papers consider models that allow
mostly numerical evaluation, and do not suit to perform the
stability analysis.

Multi-server systems have been intensively studied in lit-
erature, for references see e. g. the reviews [12]–[19]. In
such models customers are being served by a number of
(potentially different) servers. Apart from classical multi-
server models, in which each customer is served by only one
of the servers, a number of works are dedicated to the analysis
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of a particular subclass of multi-server systems with the so-
called simultaneous service (see [20]–[27]). The distinctive
feature of these models is that a (random) number of servers
are simultaneously occupied by one customer and may become
free either simultaneously (the so-called concurrent service
systems [28]), or independently (the independent service sys-
tems [28]). The former of these two system models captures
the essential feature of an HPC, where each customer (or the
so-called rigid job [27]) may occupy at once a number of
CPUs, and release them simultaneously upon the completion
of its service. Application of the multi-server models with
simultaneous service to the analysis of real HPC systems is
straightforward. We stress that such models may not in general
be reduced to classical multiserver models.

A multi-server concurrent service model for the work-
load process (unfinished work on each server) was presented
in [29]. A modification of the so-called Kiefer–Wolfowitz re-
cursion [30], [31] was performend in such a way to incorporate
the simultaneous server occupation/release property. The main
difficulty in analysis of supercomputer workload model is that
the discipline is not work-conserving, which means that there
might be available processors at the same time with non-
empty queue [20], [21]. This greatly increases the complexity
of stability analysis of the model, as the workload turns out to
be non work-conserving. However, the model in [29] due to
its relative simplicity is analytically tractable, and the stability
condition for the model has been represented in an explicit
form by means of matrix-analytic method [32].

The considered model was implemented as an extension
package hpcwld for R statistical software [1]. The choice of
R as a target platform was motivated by the potential power
of statictical methods available as extensions that allow to per-
form a rich statistical study over the results of simulation. The
presented package contains function to evaluate the stability
condition for the concurrent service workload model by means
of characteristics of the input flow of customers.

This work is organized as follows. In section II, the stability
of a concurrent service model based on the modified Kiefer–
Wolfowitz recursion is discussed. Next, computational issues
are summarized. The functionality of the hpcwld package for
the R system [1] is briefly described. To conclude, we add a
discussion about the points for future work.

II. STABILITY OF AN HPC WORKLOAD MODEL

Consider an open system with s identical servers working
in parallel. Customers arrive at random epochs ti, i > 1 (with
exponentially distributed interarrival times Ti := ti+1−ti > 0)
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into a single queue (First Come First Served queueing disci-
pline). A customer i needs to occupy a (random) number Ni

of servers for (indentical, exponentially distributed) time Si

simultaneously. In case of insufficient resources, the customer
i has to spend time Di > 0 in the queue. Define a customer
i to be of class-k if Ni = k. The required number of servers
for each customer has a discrete distribution

pk := P{N = k}, k = 1, . . . , s.

(The indices are omitted for generic elements of a stochastic
sequence.)

The workload vector of the system under consideration
follows the modification of a Kiefer–Wolfowitz recursion:

Wi+1 = R
( Ni components︷ ︸︸ ︷
Wi,Ni + Si − Ti, . . . ,Wi,Ni + Si − Ti,
Wi,Ni+1 − Ti, . . . ,Wi,s − Ti

)+
, (1)

where Wi is the vector of unfinished work on each of s
processors placed in the ascending order (as seen by customer
i at the arrival epoch ti), R(·) places components of a vector
in an ascending order and (·)+ = max(0, ·) componentwise.
The delay of i-th customer is then defined as follows:

Di :=Wi,Ni
, i > 1. (2)

Note that the driving sequence {Ti, Si, Ni} for i > 0 may be
extracted from the logfile of the queue management software
of an HPC (a number of available workload traces may be
found in [33]). Distribution sampling may be also used in
case the characteristics of the input flow are known [34].

The necessary and sufficient stability condition for the
considered system (where stability means that the delay Di

converges weakly to a stationary delay D as i → ∞) is as
follows [32]

ρ := λCES < 1, (3)

where λ := 1/ET is the arrival intensity,

C :=
∑

m∈M

∏s
i=1 pmi

max{i :
∑i

j=1mj 6 s}
, (4)

and M = {1, . . . , s}s. The complete proof of this stability
result is to appear in a separate paper. Intuitively, the setM is
a phase space of the system, where a “phase” is treated as the
vector of classes of the first s customers in the system (in the
order of arrival) present at some instance t. In this regard, the
constant C may be treated as the intensity of clients processing
simultaneously for a given phase spaceM. This means that sC
may be intuitively treated as mean number of servers occupied
by each customer, given phase space M, and the criterion (3)
may be treated as λE(N |M)ES < s, where E(·|M) is the
mean taken conditionally on M . However, a direct use of the
criterion (3) is limited by the need of performing enumeration
over the set M of capacity ss to calculate (4). This means
that evaluation of C for s > 10 is computationally limited.

A. Dimension reduction method

Transform the set M into a set N as follows: for each
m = (m1, . . . ,ms) ∈ M define a vector function n(m) =

(n
(m)
1 , . . . , n

(m)
s ) ∈ N by the rule

n
(m)
i = #{mj = i, 1 6 j 6 ||m||}, 1 6 i 6 s, (5)

where ||m|| := max{i :
∑i

j=1mj 6 s}. Note that n(m) is
a vector representation of an integer partition of the value∑||m||

i=1 mi =
∑s

j=1 jn
(m)
j by the set {i 6 s : n

(m)
i > 0}.

It is readily seen, that the transform n(m) : M → N is a
surjection, and N is the set of integer partitions of the numbers
1, . . . , s. Denote Nk the set of integer partitions of k 6 s.
Thus, N =

⋃s
k=1Nk.

Fix n̂ ∈ Nk. Note that n̂ is an integer partition of k.
Then define a subset M(n̂) := {m ∈ M : n(m) = n̂}. By
definition (5) for m ∈M(n̂) the following holds:

||m|| =
s∑

i=1

n̂i. (6)

Moreover,
||m||∏
i=1

pmi
=

s∏
i=1

pn̂i
i , m ∈M(n̂).

Thus, by definition (5), forM(n̂) the values (m1, . . . ,m||m||)
are a permutation of a multiset {i 6 s : n̂i > 0} with
multiplicities ni, i > 0. The number of such permutations
equals

(
∑s

i=1 n̂i)!∏s
i=1 n̂i!

. (7)

It remains to note that one has m||m||+1 > s−k+1, whereas
m||m||+i, i > 1 may be arbitrary, where m ∈ M(n̂). This
allows to deduce∑

m∈M(n̂)

s∏
i=||m||+1

pmi =

s∑
i=s−k+1

pi
∑

m∈M(n̂)

s∏
i=||m||+2

pmi

=

s∑
i=s−k+1

pi.

Then, recalling (7), get∑
m∈M(n̂)

∏s
i=1 pmi

||m||
=

(
∑s

i=1 n̂i)!∏s
i=1 n̂i!

s∏
i=1

pni
i

s∑
j=s−k+1

pj . (8)

With (8), recalling (6), from (4) deduce

C =

s∑
k=1

∑
n∈Nk

(
∑s

i=1 n̂i − 1)!∏s
i=1 n̂i!

s∏
i=1

pni
i

s∑
j=s−k+1

pj . (9)

Note that the capacity of the set N of integer partitions
is asymptotically s−1 exp(

√
s) [35], which allows one to

perform computation of the value C using (9) for s = O(103).
Intuitively, this transformation of the set M to N relies on
the observation that for given n̂ the phases that transform to
n̂ are in some sense similar. The first ||m|| customers (that
are actually served) are the same up to sample, the customer
||m|| + 1 can be only of a limited subset of classes, and the
options for customers ||m||+2, . . . , s together are exhaustive
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events. This allows one to sufficiently reduce the complexity
of the calculations required to evaluate the stability constant
C.

Moreover, as the summation is done over all the distinct sets
of partitions of integers 1, . . . , s, the algorithms of parallel
partition generation may be applied (see [36], [37]). This
allows to further extend the upper bound on s. Moreover,
consider also the following approximation of C using Monte-
Carlo simulation:

C ≈ 1

|M′|
∑

m∈M′

1

||m||
, (10)

where M′ ⊆M is a random subset and |M′| is the capacity
of the set M′.

B. The hpcwld package

The hpcwld package for HPC model workload evaluation
can be obtained via CRAN [2] for R version 2.15.0 or higher.
The package includes documentation with usage examples as
well as sample dataset. The latest development version can be
obtained via R-Forge [38]. All the functions are implemented
in R. The package allows evaluation of the workload recur-
sion (1) for given driving sequences {Ti, Ni, Si} (the Wld
function). The aforementioned sequences may be imported
from a so-called standart workload format file, a number of
such files may be obtained via the workload archive [33]. The
corresponding import and export functions are included in the
package (functions FromSWF and ToSWF). The function for
evaluation of stability constant C using equation (9) as well
as Monte-Carlo version (10) are implemented in the package
(function StabC).

III. DISCUSSION

In this paper we presented a method for evaluation of the
stability criterion for an HPC workload model, that belongs to
class of simultaneous concurrent service multi-server models.
The condition allows to verify the stability of an HPC at design
time, provided that the governing sequence of tasks is known
beforehand.

One of the drawbacks of the model (1) is the assumption
of the FCFS service discipline, which is not so oftenly used
in practice [34]. Nevertheless, the model is still useful as an
estimation of a real system. Moreover, one may easily see
that in case of no difference in priorities and deadlines of
the Backfill discipline, the customers are served according
to FCFS discipline. Note also that the stability criterion has
been strictly proved only in exponential case. However, we
conjecture that the criterion is true also in case of a general
service time distribution.
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